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QCG - When the Quality cc wWuQ
of Computing is Guaranteed ®

The QCG software delivers a set of highly efficient services . Multiscale
and access tools for remote application execution in large- .'. ®

scale computing environments, including HPC, HTC and HPC
Cloud systems. *® ]

L ]

The QCG ecosystem provides all the necessary mechanisms ODEHM p
for efficient computations on large-scale resources.

It takes care of task submission, data management and 4
security. It is easily adjustable to specific needs. HTC '.. ‘S’

And just as importantly, it is open source! .

®
GPGPU.
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COMMUNICATION QUANTUM
INFRASTRUCTURE (EuroQCl) COMPUTING AND SIMULATION
Build and deploy INFRASTRUCTURE (EuroQCS)
dedicated measurement

@ %

services for quantum
devices and support the

Wi

creation of globally
accepted standards

.

Build and deploy in the
next decade a certified
secure pan-European
end-to-end QCI for cyber-

security services
European Quantum Support Activities

4

.

Build and deploy an
infrastructure for big data,
artificial intelligence, high
performance computing,
among others




.’D PIONIER Quantum Communications

POLISH OPTICAL INTERNET

OPENQKD will raise awareness of the maturity of QKD
and its seamless integration into existing security and pl N
networks for a wide range of use-cases

Objectives
* Establishment of the first QKD-enabled experimentation platform,

* Standardized interfaces,
* Operation of use-cases deriving from Secure Societies needs,
* Range of use-cases,

* Open, robust, reliable, modular and fully monitored testbed
facility,

* Contribute to quantum cryptography standardization and security
certification efforts,

* Lay the foundations for a Pan-European Quantum Network,
* Kick-start a competitive European QKD industry.

Q
¥
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Mwipa | Projeci M and Coordination (AIT) p
[ . " ’ S .*,:\F
s P =
Requirementis for Use-cases . Open Competitive Resource

and Applications (MPL) Calls (CNRS) Manoge-
51 3] (((( @ )))) ment and
J Provision
W (AIT)
* |OPEN QKD - construction of QKD testbeds in Europe A o p— -
and implementation of 40 different scenarios for services and Ceriication e :
(TREL) [ () -~ %6
using QKD technology, - ‘ P

* Project start - October 2019,
* Poznan is one of the main testbeds. Implementation and

Deploy and Op
QKD testheds (UNIGE) 5]

integration of QKD technology in the existing infrastructure (" Evatuation of Network runctionaiity ® & |
. and Performance |8 - :
and services of the POZMAN and PIONIER networks, e " - /\[ﬁ.ﬁ J l )
* Testing experimental QKD solutions in Poznan, [r. T ‘% W ]

* Testbeds currently running in Geneva, Madrid, Berlin.

)
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NLPQT - National Laboratory for Photonics and Quantum Technologies

The main goal of the project is development of
modern infrastructure in the fields of photonics
and quantum technologies, with particular
attention paid to the needs of industry.

Potential recipients of the results and research
infrastructure established under and as part of the
NLPQT project are both other research institutions
and commercial recipients, industry looking for
advanced solutions.
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CPSNC ) Quantum & Photonics Technologies

NLPQT - National Laboratory for Photonics and Quantum Technologies

NLPQT

Construction of metro QKD research and operational
infrastructure, integration of QKD solutions

* QKD infrastructure (operational and R&D QKD
devices, encoders and quantum random
number generators)

Construction of the QKD Poznan - Warsaw | link

*  Experiments related to quantum
communication between University of Warsaw
nodes and PSNC in Warsaw.

*  Experiments related to sources and detectors
of single photons

* Integration of the infrastructure with the
optical carrier infrastructure

. Next generation QKD prototypes testing (based
on enatnglement)
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Transfer Optical Carrier in PIONIER Network

O Optical carrier distributing point
@ Points of access to the optical carrier
Optical Carrier Network:
=== Torun - Poznan evaluated link
== Poznan - Warszawa, Poznan - Wroctaw links

Future international connections
— PIONIER Network

NATIONAL LABORATORY FOR
PHOTONICS & QUANTUM
TECHNOLOGIES

NLPQT

http://nlpqt.fuw.edu.pl/en/

Q
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QCl proposal based on PIONIER network and MAN, HPC centers
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Czech Republic

S Dedicated fibers for QCI (DEP call)

Dedicated fibers fo cross-border QCI (CEF-2 call)
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Innovative Network Services
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PIONIER-LAB »PIONIERID

National Platform for Integrating Research
Infrastructures with Ecosystems of Innovation

The project is a response of the Polish scientific community
to major problems concerning research being undertaken in
Poland and the cooperation of Polish industry with science.

The immediate aim of the project is to increase the level of
market uptake of research outcomes.

Sophisticated ICT services, will enable close cooperation
between the industrial sector and the academic environment
in Poland in order to carry out joint research and industrial
activities aimed at bringing down barriers related to low
effectiveness of transfer of research results to the economy.
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PIONIER-LAB 5PIONIERED

National Platform for Integrating Research

closely related research laboratories Infrastructures with Ecosystems of Innovation

and a shared cooperation space for science
and industry:

e Laboratory of Innovative Network Technologies

e Distributed Time and Frequency Laboratory

* Smart Campus as Smart City Laboratory

e Regional "Living" Innovation Labs inspired by ICT

e Cloud Services Laboratory

*  Multi-scale Simulation Laboratory

* Laboratory and e-Training Services (in the scope of
PIONIER-LAB and technology-inspired innovations)

* Preincubation Laboratory

e
¥

4
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PL-5G

National Laboratory for Advanced 5G Research

The research infrastructure will follow the 5G architecture and
consists of | 3 complementary laboratories:

* 5G network laboratory will be built using state-of-the-art 5G
solutions (wireless and wired access networks, edge cloud
computing, core network, and central cloud computing),

* Laboratory of 5G simulators and measurement tools will
provide 5G simulators and corresponding measurement tools,

* 5G environment laboratory will supply a research infrastructure
supporting users in developing new 5G-ready network
solutions, platforms, and applications.
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PL-5G

National Laboratory for Advanced 5G Research

The main objective of the project is to set up a
nationally-unique research infrastructure for the
practical investigation of new techniques and solutions in
the area of next-generation 5G networks and services.

Access to the PL-5G network will be available to all
interested parties and managed by a dedicated platform.
The platform will support end users with experiment
setup and configuration. On top of that, it will provide
remote access to the research infrastructure, allowing
users to run experiments from various locations.

-
x
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PFLOPS PRACE'LAB E:DI‘CICEIUD

onl 15,8PB .
. Cooperation on Advanced Computing in Europe

o Biotystok The advanced e-infrastructure (cloud/data and HPC), based in

‘31-9"3 8 geographically distributed sites |, is connected to the national academic
6,5 PFLOPS

P ¢ PIONIER network with the speed of 100-400 Gbps in fullmesh technology
Otwock

L6dz ¢
Em ol and to the European GEANT network.
848 72 4,5PB

Wroctaw
Czestachowa Kielce

4 PFLOPS The integration of this infrastructure with the European EuroHPC and
o naEs PRACE HPC systems is planned at a later stage and will allow us to take

advantage of the national resources under a wider European ecosystems.

-
x
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PRACE-LAB  ::pracelab

Cooperation on Advanced Computing in Europe

The PRACE-LAB provides production-based advanced
computing and data storage services, standing behind the
scientific community in Poland and Europe and, at the
same time, being capable of offering competitive services
for industry in cloud computing/cloud data, and virtual
environments, as well as specialized expertise in
cybersecurity.

The direct goal of the project is to build a widely available
HPC infrastructure consisting of high-performance
computing servers, specialized processing units and
resilient data management systems.




\PSNC *)  Domain Infrastructures

MOSAIC

The European Center forjBioinformatics and Genomics

*  New infrastructure for large-scale and multi-level studies
of biological systems

*  Precise therapeutic strategies
*  Single-cell biology, organoids, and Artificial Intelligence

! ot 3 >
The main objective of the project is to provide a research ;'5 il :1 h
platform enabling the acquisition of multidimensional 3 j;‘ 7y ', :‘,‘ ‘ 2
biomedical and clinical data as well as their standardization, % <1 4 "; o 4 ?
integration and analysis with the use of artificial intelligence fr'“« oS -+
algorithms. Wy 5‘*?",,
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MOSAIC

The European Center for Bioinformatics and Genomics

The infrastructure of the MOSAIC platform will create a highly
calibrated ecosystem to conduct innovative biomedical
research combining high-throughput multiomic analysis and
data analysis by means of artificial intelligence methods, and
will also become a source of knowledge and tools enabling
the development of new preventive, diagnostic, and
therapeutic approaches.

The platform represents a utilitarian implementation of the
key elements of a disruptive strategy for the evolution of
biomedical and clinical research in Europe, developed by the
LifeTime consortium, whose founding member is the Institute
of Bioorganic Chemistry of the Polish Academy of Sciences.




&PSNC ) Domain Infrastructures
DARIAH-PL  ©ariahlab —

Digital Research Infrastructure for the Arts and Humanities Access to and analysis of
Geoarchaeology information about national culture

in all its dimensions, i.e. source

o . . Non-invasive analysis and texts, their annotated critical
1.O§Ject|ve of DARIAH—PL - Polish rmatlonal large-scale development documentation of land, editions, information about
and infrastructure project started in 2021 landscape or monuments. objects and forms of culture, etc.

2.Funded under the Smart Growth Operational Programme 2014-
2020 in the area ,Development of modern research infrastructure
of the science sector”

3.Built by a consortium of 16 Partners, 15 of which are members of
DARIAH-PL - the largest humanities consortium in Poland

4.Comprises laboratory equipment, software tools, integrated
digital resources from various fields of the art and humanities Musicology

research Research on traditional
music and on the
perception of musical
phenomena (human
cognitive sphere).

5.Recognized as Time Machine Project
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0 rm— O

DARIAH-PL ®ariahlab

Digital Research Infrastructure for the Arts and Humanities Laborator
%

Advanced

Visualizatio

. . . . n
. Complex infrastructure with a single access point Laboratory

A Network of Distributed Research Laboratories

Automatic
Enrichment
Laboratory

* Designed based on research scenarios analysis

*  Browsable/searchable by well known taxonomies \
(e.g. TaDiRAH, ACM CCS) as well as geographical
location and institutional attribution

InteIIig Supervised

*  Exposed as a dataset for an easy integration with Analysis and Semantic

A . . Interpretatio Discovery
existing catalogues, inventories or marketplaces n Laboratory /“—4\ Laboratory
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National
Data Storage

Universal infrastructure for data storage, access,
and potent processing of large data volumes in HPC,
Big Data, and Artificial Intelligence computing models

@NDS

onal Data Storage

* Upto |1 Exabyte archivization| and long-term storage
* Data storage infrastructure and systems laboratory

* Services embedded in storage laboratory

* Services and applications for data access laboratory

* Repository services laboratory

* Edge computing laboratory
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(]
National
ANDS @) DATA LAKE
Data Storage ot .
- Dynamic data repositories
Universal infrastructure for data storage, access, - Unstructured data processing
and potent processing of large data volumes in HPC, - Advanced analysis of historical and real-time data

Big Data, and Artificial Intelligence computing models

The foundation of the project is an update of the current

architecture into an open, modular, expandable as well @ EDGE COMPUTING

decetralized and scalable data warehouse, equipped with - Processing Big Data from distributed sources
many access interfaces, integrated services, and - High level integration of processing and storage services
applications, including mechanisms supporting effective - Real-time data processing

storage and data access, long-term management, data
mining, analysis, and efficient processing.

@ BIG DATA

By the end of 2023, the infrastructure will increase the - Effective use of large data volumes in business
capacity of the data storage infrastructure by 200 petabytes, - Integration of advanced Big Data, Al and ML solutions
the tape space by 180 petabytes and the Data Lake model - Support for small and medium-sized enterprises
used in its construction will keep its high flexibility. X

-
x




0 PIONIER Activities
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* Digital Skills & Education e Exascale HPC

* Next Generation Media  LOFAR/POLFAR
* Multiscale Simulations * Digital Libraries
* Time & Frequency * Big Data

Distributions * Cybersecurity
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Consortium

PIONIER Consortium was established in 2003 and
includes the PIONIER fiber optic network, which is
one of the most modern in the world. It is a key
component of the IT infrastructure of science in
Poland and is part of the European Research Area.

IT infrastructure, including access to high-power
computing, is a condition of development for
many fields of science. Since the beginning of its
existence, PIONIER is an active partner of scientific
teams from many fields of activity.

PIONIER network is evolving towards terabit
bandwidths, offering services to support digital
innovation.

)
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PSNC - Poznan Supercomputing and Networking
Center, Institute of Bioorganic Chemistry PAS
Academic City Computer Network, West
Pomeranian University of Technology, Szczecin

Cl TASK Information Centre, Gdansk University of

Technology
CYFRONET AGH University of Science and
Technology, Cracow

CZESTMAN Czestochowa University of Technology

—_———.. y / S q
(PSNC ) " ‘el task

ARADEMICKA MIEJSKA
SIEC KOMPUTEROWA

CzestMAN ucm

ICM University of Warsaw

KIELMAN University of Technology, Kielce
KOSMAN Koszalin University of Technology
LODMAN Lodz University of Technology

 LUBMAN Maria Curie-Sktodowska University,

Lublin
NASK National Research Institute, Warsaw

POLITECHNIKA LODZKA
kierman |8 D0 S husman NASK
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OLMAN Municipal Computer Network Olsztyn
BIAMAN Bialystok University of Technology
Silesian Academic Computer Network, Silesian
University of Technology, Gliwice

PULMAN Institute of Soil Science and Plant
Cultivation, Putawy

RAMAN Municipal Computer Network, Radom
Rzeszow City Computer Network, Rzeszow

TORMAN Nicolaus Copernicus University, Torun
MAN-OPOLE Municipal Computer Network
BYDMAN Bydgoszcz University of Technology

WCSS Wroctaw Centre for Networking and
Supercomputing, Wroclaw University of
Technology

ZIELMAN University of Zielona Goéra

OLMAN

POLITECHN\KA
BIALOSTOCKA

University of Technology
M&AMAN ®

O
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Poznan Supercomputing and Networking Center

10 Jana Pawta Il Street, 61-139 Poznan
pomoc@pionier.net.pl

European Republic European Un-lon
Funds of Poland European Regional
Smart Growth Development Fund
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CPSNC )  Quantum Key Distribution Demo

MACsec protocol and Quantum Key Distribution integration
in operational environment and devices

e Live IDQ QKD system operation together
with ARISTA networking equipment
* Example of ETSI GS 014 QKD protocol implementation
* QKD keys integrated with MACsec system
 MACsec keys rotated using external QKD keys
* Possibility to work woth all QKD devices that use ETSI 014 interface
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CPSNC )  Quantum Key Distribution Demo

Quantum-Safe communication solution

ARISTA DCS 7280CR3
[, . : 3 4x 10Gbps Encrypted
e ——— ' with AES-256

‘ Standard Interface (ETSI REST API - QKD 0.14)

Quantum Channel

oy & Service Channel
IDQ Cerberis XG - Alice IDQ Cerberis XG - Bob
Primary Datacenter % @ Backup Datacenter




CPSNC )  HPC, Cloud and Data services

* National HPC infrastructure and
services for scientific applications

* Cloud on demand for industry

* Big data analysis

* Monitoring of resources

* Platform for peer review process

* Platform for user handling and
services customisation
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European Open Science Cloud

DARIAH-PL'
NEBI ‘

MOSAIC .

Federated Data

PL-5G
NLPQT

PIONIER-LAB

National
Data
Storage

PRACE-LAB

PRACE-LAB2

EurgHPC PL

“3  SCIENCE GLoUD

The European Open Science Cloud (EOSC) is an
environment for hosting and processing
research data to support EU science.

The ambition of EOSC is to provide European
researchers, innovators, companies and citizens
with a federated and open multi-disciplinary
environment where they can publish, find and
re-use data, tools and services for research,
innovation and educational purposes.
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EOSC Implementation —federated approach

“3 * SENCE CLIUD

[ _ ~

Regional access
Close trust
relationships

EOSC central access

Portal for providers
Al-enhanced interface

Thematic access
Subject-specific communities

Interoperability
frameworks

Interoperability
frameworks
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CPSNC D  1BM Quantum Hub

PSNC to Join IBM Quantum Network - First Hub in Central and Eastern Europe I B M Qm

IBM Quantum is an industry-first initiative to build
universal quantum systems for business and science
applications.

By working with IBM, PSNC joins more than 170 IBM
Quantum Network members, including Fortune 500
companies, start-ups, academic institutions and
research labs, all working to advance quantum
computing and explore practical applications.




\PSNC “)  IBM Quantum Hub

PSNC to Join IBM Quantum Network I B M Q

First Hub in Central and Eastern Europe

Development Roadmap e IBM Quantum

PSNC joined the IBM Quantum Network, to
explore the development of quantum

| computing applications including advancing
artificial intelligence solutions, space
technologies, metrology and crisis modeling.

IBM Quantum Network members have access to
IBM’s quantum computing systems, including
IBM’s recently announced| 127 qubit processor,
‘Eagle’, as well as to IBM’s quantum expertise
and Qiskit, the leading open-source quantum
software development kit.




KPSNC ) EuroHPC Quantum Machine In PSNC

PSNC is Hosting a Quantum Machine as a part of EuroHPC

Selection of{six sites to host the first European quantum computers

The European High Performance Computing Joint Undertaking (EuroHPC JU) has selected
six sites across the European Union (EU) to host and operate the first EuroHPC quantum

computers: Czechia, Germany, Spain, France, Italy, and Poland. — K * *
i EuroHPC

**

*
— ko k

e R&D Purpose
A e Available to EU users in
The EuroHPC JU has selected six sites across . - .
the European Union to host and operate scientific communities,
the first EuroHPC quantum computers in: industry and the public
= (zechia ol 2 sector
o § e To help develop Q

—— GETMAny

= .
iy applications

omm Spain

https://eurohpc-ju.europa.eu/selection-six-sites-host-first-european-quantum-computers-2022-10-04_en
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PSNC ) Intel Al 4 Youth

¢ AlaYouth

The pilot educational project for general secondary
schools is implemented by the Consortium of the
PSNC IBCh PAS and the Software Development
Academy operating for the Ministry of Development
and Technology.

It is based on Intel's global program aimed at
increasing digital awareness, especially in the field of
artificial intelligence, and promoting the
competences of the future among young people.




kPSNC ) Edge Computing & 10T

eDWIN  projact

. A national IT platform for integrated plant protection

. Improvement of quality of food production in Poland

. Supports implementation of EU directives on integrated pest management:

. Collaboration with other regional advisory centers in Poland and other partners,
including Institute of Plant Protection, Agricultural Advisory Centre

. Build or integrated over 550 agrometeo stations and 20 phenological observations
stations

Platform offers 4 e-services

. Virtual farm

. Tracing the origin of agricultural products and plant protection products used
. Risk reporting

. Sharing of meteorological data
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DEMETER Pollination Optimization Service and  Farm Benchmarking [

. Calculation of pollination needs for eDWIN farmers

. Facilitates invitation of beekeepers with mobile apiaries to improve
pollination of the farms

. Informs local beekeepers about usage of pesticides

. Make use of DEMETER Agriculture Information Model to exchange data
between the pollination service and the farm management system

. To support the monitoring of bee welfare, beekeepers can use several
dedicated 10T platforms, oT platforms monitor conditions such as
temperature, weight, position and sound

Benchmarking at farm level decission support system

. Integration of benchmarking services within eDWIN

. Provides more data and support for farmers in providing information about
economic status of the farm

. Compares with regional information about similar farms (size, produce) Demeter is a Horizon 2020 project (857202)
collected by European FADN supported by the European Union.
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AI4EOSC Plant protection use case Al4d D EeO0SC

Artificial Intelligence for the #E0SC
Currently: WODR and PSNC operate a national advisory platform for farmers

(eDWIN), which includes a network of meteorological ground stations, the
Farm Management System, and ground observations of the occurrence of
diseases and pests. The current solutions are based on predictive
mathematical models.

Within AI4EOSC: The plan is to add to the current mathematical prediction
models the ML/DL-based models used for recognition of the plant diseases
and add new sources of the data. Initial focus on wheat and sugar beats and
detection of the fungal diseases.

Funded by
the European Union
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AND NETWORKING CENTER

Institute of Bioorganic Chemistry PAS
Poznan Supercomputing
and Networking Center

ul. Jana Pawta Il 10, 61-139 Poznan,
tel: (+48 61) 858-20-01, fax: (+48 61) 852-59-54,
e-mail: office@man.poznan.pl, www.psnc.pl
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——

Our Mission Is To Advance Science

e 29 years of activity
e 1.34M scientific users
* 449 employees

I * 301 projects
m RN .
e 20 laboratories

1993 2000 2005 2010 2015 2020 2022




CPSNC ™

FUTURE LABS

FUTURE
LABS

The PSNC living lab space welcomes citizens and other
stakeholders to co-design innovations. This 120-year-old
building has been retrofitted with cutting edge facilities
for prototyping and experimentation.

The Future Labs space hosts interdisciplinary events that
inspire collaborations in the areas of Smart City,
Healthcare, Industry 4.0, Art & Science, Education,
Gaming and Coworking.
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CPSNC )  FUTURE LABS

FUTURE
LABS

PSNC Future Labs has over 2000 m2 on six
floors. It is a living laboratory, i.e. spaces
equipped with the modern ICT devices, where
Poznan companies and organizations are able
to test or demonstrate innovative solutions.

It is a pre-incubator of services, undertakings
and projects, providing access to living labs in
the “proof-of-concept” methodology, applying
mechanisms of user satisfaction testing.




\PSNC *)  AEROSPACE LAB

Situated 58 km from the center of
Poznan, this site will soon see the
construction of the Aerosfera Digital
Airport with a view to carrying out
research and development work in
applications of unmanned aerial
vehicles and flight control.
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CPSNC )  AEROSPACE LAB

AERO
SPACE
LAB

The following key priorities and areas for
conducting R&D activities in the Aerospace

Lab located remotely at the Kakolewo
Airport (EPPG):

e U-Space and urban mobility

e Connected and automated ATM/UTM
e Al & Big Data for Aviation 4.0

e Virtualization and cyber-secure data
sharing for remote systems

e Air-ground integration and streamlined
cyber-physical systems autonomy

* 5G and edge computing




